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Abstract

In this paper we presenta schemefor identifying in-
stancesof eventsand extracting information about them.
Thesdemecanhandleall eventswith which an actioncan
be associatedyhich covers mosttypesof events.Our sys-
tembasicallytries to extract semantianformationfromthe
syntacticstructuie givenby thelink grammarsysten{9] to
anyEnglishsentenceTheinstanceof eventsare identified
by finding all sentencesn the text whete the verb, which
bestrepresentsthe action in the event, or one of its syn-
onyms/hyponymsccurs asa mainverh Then,information
aboutthat instanceof the eventis derivedusing a set of
rules which we havedevelopedto identify the subjectand
objectaswell asthemodifies of all verbsandnounsin any
Englishsentencemakinguseof the structure givenby the
link parser The schemewastestedon the Reutes corpus
andgaverecall and precisionevenupto 100%.

1. Introduction

In recenttimes,the ever-burgeoninggrowth of informa-
tion onthelnternethasturnedoutto beaninformationglut
ratherthanbeinga handyreference.The main reasondor
this being the vast spreadof the Internetand the lack of
ary organizationof data. Undersuchcircumstancesnfor-
mationfiltering (IF) andextraction(IE) attainprimeimpor-
tance. The differencebetweenlF and IE being the level
at which they operate. While IF involves classificationof
documentdasedon the type of informationthey contain,
IE is concernedwith identifying the partsof a text related
to a certainfact. The interestamongresearchgroupsto
build IE systemshasbeenhigh sincethe beginning of the
MessagdJnderstandin@onference¢MUCs) andText Re-
trieval Conference§TRECS)in thelate 1980s.Thisinterest
wassustainedy the TIPSTERprogramwhich ranthrough
the last decade. The systemsdevelopedfor thesecon-
ferencesperformedadmirablywell but they were mainly
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basedon domain-dependentules whose formulation re-
quired painstakingeffort over a long time. Recently the
onushasshiftedto techniquesasedon wrappersandHid-
denMarkov Models (HMMs). Wrapperbasedtechniques
exploit thesemi-structuredorm of informationavailableon
the Internet. The generatiorof the wrapperhasalsobeen
automated3][7], makingit highly suitablefor use with
semi-structureéhformation. A review of wrapperbasedE
schemesan be found in [6]. On the other hand, HMM-
basedechnique$4] operateon naturallanguageext, mak-
ing useof statisticalinformation. Their structurecanalso
be built without manualinterference[8]. Their main dis-
adwantageis thatthey requirelots of training datato begin
with. A suney of recentlE schemess foundin [10].

Our schemeoperaten naturallanguagetext anddoes
not requireary training data. It makesuseof the syntactic
structureassignedo the input text by thelink parser The
link grammaris a robust systemwhich handlesalmostall
aspectof Englishgrammar Although it is a dictionary-
basedsystem,it canhandlesentenceadmirablywell even
if they have 1 or 2 wordswhicharenotin thedictionaryand
also, predictthe part-of-speectior thesewordswith a fair
degreeof accurag. Surprisingly thelink grammarsystem
hashardlybeenmadeuseof for IE exceptin afew instances
[5][2]. Evenin thesecasesthey seemto have wrongly as-
sumedthata subject-erbrelationshipis indicatedonly by
the'S’ link (explainedlaterin Sectionll). Here,we present
aschemeo extractoutinstance®f somechosereventfrom
asetof documentsOurschemeanhandleall eventswhich
are characterizedy someaction, which is a property of
almostall events. The main componentbf our schemes
a setof ruleswhich canbe appliedto first identify all the
mainverbs,i.e., the verbswhich truly representhe action
in the verb phrase,n the text andthenpredictthe subject
for eachof these.Theschemaealsohelpsto find outthe ob-
ject of the verb, whenpresentaswell asthe modifiersof
all verbsandnouns. This would be of greatusein build-
ing databasesfter documentshave beenclusteredbased
on their theme. For example,to extract out all instances



of ‘murder’ in a setof crime-relateddocumentsijt would

sufficeto find all occurrencesf theverb‘kill' or oneof its

synoryms/hyporymsin thetext andthenfind their subjects,
objectsandtheir modifiers. Hence,this schemses of great
relevancein the presentlayworld wheretheneedto extract
outinformation,basedon a users query from a seemingly
infinite sourceof documentsis atits peak.

The restof the paperhasbeendivided into the following

sections

e Link GrammaiSystem:A briefintroductionof thelink
grammairsystem

e SomelmportantLinks : Explanationof the signifi-
canceof someof thelinks in thelink grammarsystem

e Rulesfor Prediction: Rulesusedto identify main
verbsandtheir subjectsandobjects

e Event Information Extraction: The schemeusedto
identify instancesof events and extract information
aboutthem

e Results: Summaryof the resultsobtainedon testing
thesystem

e Conclusion Analysisof theresults

e Suggestions Somesuggestiongor futureresearch

2. Link Grammar System

Thelink grammarsystemassignsa syntacticstructureto
naturallanguagdext. It is adictionary-basedystem.Each
word in the dictionaryis associatedvith a setof links. A
link endingwith ‘+' impliesthatthatword hasto make that
link with somewordto its right andsimilarly -’ standgor a
link with awordto its left. A typicalentryin thedictionary
is

man: D- & (O-or S+)

Thismeanghatmanmustmakea ‘D’ link with someword

to its left andmalke exactly oneout of a‘O’ link to its left

ora'‘S’ link to its right. Thedictionaryalsoclassifiesthe
wordsaccordingto their partsof speech.So, whena sen-
tenceis givenasinputto thelink parseiit searchesor those
wordsin thedictionaryandtriesto build alinkagestructure
which satisfieghefollowing threerules:-

1. Planarity: Thelinks do not crosswhendrawvn above
thewords.

2. Connectiity : The links suffice to connectall the
wordsof the sequencéogether

3. Satishction: The links satisfy the linking require-
mentsof eachword in the sentence.

4. Exclusion: No two links mayconnecthesamepair of
words.

Also, the words are taggedaccordingto their parts of
speech.Nounsaretaggedwith ‘n’, verbsaretaggedwith
V', prepositionsaretaggedwith ‘p’ andsoon.

3. Some Important Links

The following is a list explaining the significanceof
someof theimportantlinkagesof thelink grammarsystem
which have beenusedin ourscheme:-

e A andAN : Connectspre-nounmodifierslike adjec-
tivesor nounsto the following noun. eg - the huge
man satthere thetax proposal is to berevised

e B : Connectdransitive verbsbackto their objectsin
relative clausesandquestionseg - theman hekilled,
what did you eat. Also, connectsthe main nounto
thefinite verbin subject-typeelative clauseseg - the
teacher who taught mewastall.

e DP : Connectspossessie determinergo gerundsin
caseswherethe gerundis taking its normal comple-
ment.eg - your telling Janeto leave wasa mistale.

e | : Connectsnfinitiveverbformsto certainwordssuch
asmodalverbsand“to”. eg- hehasto bepresentthey
should do theirwork

e J: Connectgrepositiongo their objects.eg - theman
with thedog is here.

e M : Connechounsto variouskindsof post-nourmod-
ifiers like prepositionsand participles. eg - the man
with theumbrellathelady to whom| proposed

e MV : connectsverbs and adjectives to modifying
phraseghat follow. eg - the manslept in the room,
it washotter yesterday

e MX : Connectsnounsto post-nominahounmodifiers
surroundedy commaseg - theman, who killed him,
wasarrested.

e O, 0D andOT : Connectdransitive verbsto their ob-
jects,director indirect. eg - heplayed cricket, | gave
you abook

e P : Connectsforms of the verb “be” to prepositions,
adjectvesandparticiples.eg - heis playing, theboys
arein thefield, shewas angry

e PP: Connectformsof “have” to pastparticiples.eg -
hehas gone



R : Connectsounsto relative clauseseg - thestudent
who wasabsentthedressthat shewore

e RS: Connectgherelative pronounto theverh eg - the
manwho chased us

e S, Sl, SX and SXI : Connectssubjectnounsto finite
verbs.eg - achild likes sweets

e TO : Connectsrerbsandadjectiveswhich take infini-
tival complementso theword “to”. eg - they planned
to party.

4. Rulesfor Prediction

At the core of our eventinformation extractionscheme
is the setof rulesthatwe have comeup with to predictthe
subjectandobjectof averbaswell asmodifiersof all verbs
and nouns. Our subject/objectprediction schemebegins
oncethe sentencéasbeenpassedhroughthe link parser
andthelinkagefor thatsentencdnasbeenobtained.As the
link grammarequireghatnotwo links crosseachother no
two links connecthe samepair of wordsandall thewords
form oneunit, the linkage structurecan be representedn
the form of a tree. The elementof the treearethenana-
lyzedto first find the main verbsandthenif possible find
their subjectsandobjects.

4.1. Identifying the Main Verbs

Thelink parseiitself tagsthe verbsof the sentencevith
a‘'v’ tagbut all of themarenot mainverbsandall of them
do not requiresubjects.Here,a mainverbis consideredo
be the word in the verb phrasewhich actually represents
the actiondone,i.e., wordslike infinitives (eg - to, will),
modal verbs (eg - must, should)and sometimedorms of
“be” (like in “he wasplaying”) are neglected. Also, verbs
do notneedsubjectsvhenthey areactingasanadijectve.

In orderto identify the main verbs, all the words tagged
with ‘v’ are consideredirst. Then verbsare prunedout
basedn thefollowing conditions:-

1. Verbswhichmake an‘A’ link with somenounto their
right or make a‘M’ link with somenounto their left

| +-——B-——+-—-5pH-+--PvV-—-+

The inwvolwved. v men.n were. v shot. w

Figure 1. Verb as adjective

+-55+-TO-+-Ix+-—-Pv-—+

He was. v to he. v rewarded. w

Figure 2. Pruning verb phrase

without makingary otherlink actasadjectvesandso
they do not needa subject.(ReferFig. 1)

2. Infinitives,modalverbsandforms of “be”, whenfol-
lowedby averbareneglected.Thisis doneby neglect-
ing all wordswhich make a‘P’, ‘PP’ or ‘I' link with
someword to theirright. Also, if averbmakesa ‘T O’
link with “to” whichin turnmakesa‘l’ link with some
word, thenbothareneglected.(ReferFig. 2)

3. In somecasesadjectvesarealsotreatedasverbsbe-
causethey too form ‘P’ links with forms of “be” and,
‘MV’ and‘T O’ links with modifying phrasegust like
verbs.Thisis necessario predictthesubjectf verbs
occurringin modifying phrases(ReferFig. 3)

+-55+--Paf-+-TOf-+--I--+

I I I I
Tt 15. v likely.a to happen.w

Figure 3. Adjectives as verbs

4.2. Subject and Object Prediction

After all the main verbshave beenidentified, the sub-
ject and object (if it exists) for eachof themis predicted
baseddnthefollowing rules.First, letsgo throughtherules
for subjectprediction. Therulesareappliedin hierarchical
fashionwith the next rule beingappliedonly if the subject
is not found with all the rulesbeforeit. The only excep-
tion is, rule 4 is appliedonly if subjectis foundin arule
beforeit. Also, eachrule is appliednot only to the main
verbidentified but alsoto eachword occurringin the verb
phrase.

1. Themostbasicandobviousway of identifyingthesub-
jectis by findingawordwhichmaleseithera‘Ss’, ‘SI’,
‘SX’ or ‘'SXI' link with theverh (ReferFig. 4)

+-55-+--—-05---+

I I I
He plays.w foothall. n

Figure 4. He — plays



+---Bp---+ |
+--B-+-R5+-0m-+ |
I | I I

Men.n who eat more live. v

Figure 5. Men — eat

2. If averbis connectedo anounby a‘B’ link andthe
verbalsobearsa ‘RS’ link thenthe nounwith whichit
hasthe ‘B’ link is its subject.(ReferFig. 5)

3. Theaboverulesdo notwork in thecaseof passie sen-
tencesastheword with the'S’ link is actuallythe ob-
ject. A sentenceas deducedas passie if a ‘Pv’ link
is presentin the verb phrase. In suchsentencesthe
subjectis usually presentin the form of the phrase
“by subject”. Or else,the objectis identifiedasdone
for normal casesandclassifiedasthe subject. (Refer
Fig. 6)

+-G5-+--Pw-+-MWp+-T+

| | | .
She was. v hit. v by him

Figure 6. him — hit — She

4. In somecasestheactualsubjectmaybe connectedy
a‘MX*r' link to the subjectfound by arny oneof the
abovethreerules. (ReferFig. 7)

|

+ +Hd+S5s*y+--Pa-+ | |

[ | | | |
John , who was. v 11l.a ., died.w

Figure 7. John — was

5. Whentheverboccursin theform of agerund thesub-
ject may be attachedto the verb with the ‘DP’ link.
(ReferFig. 8)

Theabovefive rulesarethe basicrulesfor finding the sub-
jectdirectly.

6. If averbis connectedo the objectof someotherverb
with ‘Mg’ link thenthat objectis the subjectfor this
verh (ReferFig. 9)

et = D ey

+---DP-—+-—-0x--+ +--MVa-+

I I I I I
Your scolding.g him was.v wrong.s

Figure 8. Your — scolding

+-—-0p-+---Mg--+---05---+
I I I I

Pick.w men. n having. v talent. n

Figure 9. men — having

7. If a verb occursin the phrase modifying a verb,
whereinthe phrasés connectedo theverbwith ‘MV’
link, thenits subjectis the subjectof theverbit modi-
fies. (ReferFig. 10)

+-——-M¥s-—--+-—-0s5---+
+-55+-0¥—+ | +-Ds+
I I I I

He hit. v him using. g a rod.n

Figure 10. He — using

8. If a verb occursin the phrase modifying a verb,
whereinthe phrases connectedo the verbwith ‘TO’
link, thenits subjectis the object (if it exists) of the
verb it modifies. If the verb which is modified does
not have anobjectthenits subjectis therequiredsub-
ject. (ReferFig. 11)

9. In the extremecaseof all the above rulesfailing, the
subjectof the verbis takenasary nounto which the
verbis connectedvith a‘M’ link. This rule neednot
becorrectatall times.

Fromthe aboverulesit is clearthatto find the subject.the
objectof theverb (if it exists)andthe modifying phraseof
boththeverbandthe objectwill alsohaveto befound. The
rulesfor finding the objectareasfollows:-

1. Heretoo,themostbasicway of finding the objectis to
find theword whichmakeseitheran‘O’, ‘OD’ or ‘OT’
link with theverh

+---T0o--+
+-B5-+-0x-+ +--I-+

He told.v him to leawve.w

Figure 11. him — leave



+-—-HBs-———+ |

+-0s-+-Kn-+-5p+ |

I I I I I
The dog.n we got.w fled. w

Figure 12. we — got — dog

2. If theverbmakesa ‘B’ link with a nounandtheverb
doesnot have a ‘RS’ link thenthatnounis the object
of theverh (ReferFig. 12)

3. If averbmakesa ‘Mv’ link with the objectof some
otherverbthenthatobjectis the objectof this verbas
well. (ReferFig. 13)

+--0p-—+--Mv--+--M¥p-+--Jp-+
I I I I I

Tgnore. ¥ men. n known. v as. p thugs. n

Figure 13. known — men

4. Also, asalreadymentionedin the caseof passie sen-
tencesthe subjectandobjectareinterchanged.

After finding the verb, subjectand object, their modifiers
have to befoundasthey arerequiredto find the subjectand
object of verbsoccurringlater Any phrasewhich forms
a completelinkage structureon its own andis connected
to averbby a‘MV’ or ‘TO’ link is classifiedas a verb-
modifying phrase.eg - In Fig. 10, the phras€‘using arod”
modifiesthe verb‘hit’.

Similarly, for subjectsand objects,in factfor ary noun,a
phrasés saidto modify themif it formsacompletdinkage
structureonits own andis connectedo the nounby means
of a‘M’ link. eg - In Fig. 13, the phrase'known asthugs”
modifiesthe noun‘people’.

It hasto benotedthatthesubjectmaynotbededuciblen all
casedrom theinformationgivenin thearticle. For instance,
in the sentencé'He is said to havekilled him?, it is not
possibleto deducewnho is the subjectfor theverbsaidfrom
thearticlealone.Suchverbsarecalled‘agentlesgpassies’.

5. Event Infor mation Extraction

Theinspirationbehindourschemes themodusoperandi
usedby us,humansto extractinformationfrom text. When
we searchfor someeventin a documentwe usually first
think of somekey words, the presenceof which we think
will most probably indicate an instanceof the required

event. We thenmalke a quick scanof thedocumentsearch-
ing for the wordsthoughtof in the previousstepandwhen-
everfound,wefocusonthatsentencandprocesst further.
Ourschemas basedn similarlinesbut is limited to events
which canbe characterizedy someaction. This subsein
fact coversalmostall kinds of events. Taking inspiration
from our “instinctive” ability, our schemefollows the fol-
lowing steps-

1. First,theuserhasto give asinputsomekey verbwhich
he/shethinks bestrepresentshe actionwhich charac-
terizestherequiredevent.

2. Next, wetake all synorymsandhyponymsof the cho-
senkey verh A hyporym of awordis essentiallysim-
ilar in meaningbut is morespecific.

3. Now we run the chosendocumentshroughthe link
grammaiparsemwhichtagsthewordsaccordingo part
of speechandassignsa syntacticstructureto the sen-
tence.

4. We now searchfor all occurrence®f the verbsiden-
tified in step2. We only selectthoseinstancesvhere
they occurasmainverbs.

5. Having identified all sentencesvhere either the key
verbor oneof its synoryms/hypolyms actsasa main
verb,we now usetherulesenumerateth the previous
sectionto identify the subjectand object (if present)
of the verbaswell asthe modifiersof all three(verb,
subjectandobject).

Each occurrenceof the key verb, or one of its syn-
onyms/hyporyms, as a main verb is consideredo be one
occurrencef therequiredevent. So,by finding the subject,
objectaswell asall availablemodifiers,almostall informa-
tion aboutthatinstanceof the event canbe extractedfrom
thedocument.

6. Results

As is prettyobviousfrom theschemeoutlinedabove, the
heartof the systemlies in the working of the rulesfor pre-
diction of subject,objectandtheir modifiers. Therulesfor
this schemewerederivedby runningthelink parseron arti-
clesfrom variousonline newspapersThenewvspapersvere
chosenfrom differentregions(‘The Times' - UK, ‘Rediff’
- India, ‘New York Times’ - USA) to accountfor different
writing styles. Also, the articlescovereddifferentthemes
like weathemreports,politics, statementsf peopleandedi-
torials. Theabstract®f somepapersverealsousedto take
into consideratiortechnicalstyle of writing. Onthewhole,
aroundl00articleswereusedto ascertairthattherulesdid
work. To testtheseruleson a standardsetof documents,



Table 1. Results obtained for subject predic-
tion

Topic of Article Recall | Precision
Mergers/Acquisitions 85% 62%
Earnings/EarningBorecasts| 87% 82%
Money/ForeignExchange 77% 50%
Money Supply 100% 7%
Trade 75% 88%

the Reuterscorpuswasused. In orderto usethe sameset
of articlesfor testingthe eventinformationextractionpart
aswell, articlesfrom the following 5 categorieswere cho-
sen- memers/acquisitiongarningsandearningsorecasts,
monegy/foreign exchange money supply trade. Fromeach
catgyory, 20 articleswere picked at random, but making
surethateachof themwasatleasts0 lineslong sothatthey
would containa reasonableamountof information.
Theresultsfor the testingof the subjectpredictionscheme
weremeasuredisingstandardnformationextractionunits
recallandprecisionwhere

Recall= (No. of verbsfor which subjectwasidentified/No.
of verbsidentified)

Precision= (No. of verbsfor which subjectwasidentified
correctly/No.of verbsfor which subjectwasidentified)

Next, in the 100 articleschosemabove (20 articlesfrom
eachof the 5 catgyories mentioned),a searchwas done
for all events of either “buying” or “selling” using the
schemeoutlinedin SectionlV. Theverbs*buy” and“sell”
were usedas the key verbsfor the events“buying” and
“selling”, respectiely. So,all synorymsandhyporyms of
the verbs“buy” and “sell” were found using WordNet[]]
andall occurrencesf theseasmainverbsweredetermined
using the link grammarstructureof all sentencesn each
document. Considering each such occurrenceas one
instanceof the respectie event, all information about it
wasextractedout. The succes®f this schemeaswell was
measuredisingrecallandprecisionwhichin this caseare
Recall = (No. of instancesof the event identified cor-
rectly/No. of instance®f the event)

Precision= (No. of instancesof the event identified
correctly/No.of instance®f the eventidentified)

An instanceof the event was consideredto be identi-
fied correctlyif aninstanceof the eventis indeeddescribed
in that sentenceand if the subjectand object (if present)
wereidentifiedcorrectly

Table 2. Results obtained for extraction of

“buying” events

Topic of Article Recall | Precision
Mergers/Acquisitions 100% 74%
Earnings/EarningBorecasts| 73% 60%
Money/ForeignExchange 83% 25%
Money Supply 63% 35%
Trade 63% 60%

Table 3. Results obtained for extraction of

“selling"” events
Topic of Article Recall | Precision
Mergers/Acquisitions 62% 100%
Earnings/EarningBorecasts| 81% 100%
Money/ForeignExchange 100% 81%
Money Supply 100% | 100%
Trade 70% 87%
7. Conclusion

In mostarticles,the causefor low recall in the subject
predictionschemewvasseento be the presencef agentless
passves. On the other hand,the causefor low precision
wasseento be presencef verbswhich have their subjects
in otherpartsof thearticleratherthanthesentencén which
they occur Also, to predictthe subjectof verbswhich occur
laterin the sentencethe systemusesthe subjectandobject
of verbsoccurringbeforeit in the sentence Hence,if the
subjector objectof averbis predictedncorrectly theerror
is carriedforwardthroughtherestof the sentence.

In the caseof the event information extraction testing,
the needfor informationfiltering, i.e., classify documents
basedon their theme,is clearly shavn by the low preci-
sion for “buying” eventsin the articlesbelongingto cate-
goriesForeign Exchangeand Money Supply This is be-
causethe synorymsof “buy” like “acquire” tendto denote
differentmeaningsin suchsituations. In the caseof arti-
clesbelongingto cateyoriesAcquisitionsor Earnings,the
verb“acquire”usuallystanddor “obtainingsomethingwith
mong/”. Whereasn otherdomainglik e foreign exchange,
“acquire” maystandfor just“obtainingsomething’notnec-
essarilywith money. So, it is importantthat text classifi-
cation be donebeforetrying to extract information about
events.But, onthewhole,therecallandprecisionshavn by
boththe subjectpredictionschemeaswell asthe eventin-
formationextractionsystemarehigh enoughto make them



feasiblein real-life situations. [9] D. Sleatorand D. Temperly Parsingenglishwith a link
grammar Carneie Mellon University ComputerScience
technical report CMU-CS-91-1961991.

8. Future Work [10] K. Techner A literaturesurvey on information extraction
and text summarization. ComputationalLinguistics Pro-
In thesubjectpredictionschemethelinkageof eachsen- gram, 1997.

tenceis consideredne by one. If the subjectis in some
othersentencesis usuallythe casein articleslike

Yesterdayanearthquak,of magnitudes.0onthe
Richterscale,hit the city. It is oneof the worst
disastersin recenttimes. Hundredsare feared
deadandthousandsnoreinjured.

Here, the subjectfor injured is the earthquak but as it
occursin a differentsentenceit cannotbe detectedby the
schemedescribedabove. To handlesuchinstancessome
kind of inter-sentencelinkage structurewill have to be
developed.

Another area that could improve the accurag of the
systemis to disambiguateco-referencganaphoraresolu-
tion), i.e., find eachpronounstandsfor which nounin the
article. For instance,in the above article, it is tough to
decide“it” in the secondsentencestandsfor earthquak
unlessits known thata city cannotbe a disaster This will

help in finding the true subject. The subjectprediction
schemecould also be developedto identify ‘cause and
effect’ relationships.
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